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* Freelancers’ TBs and TMs are gold bilingual
resources.

* The advent of LLMs made the situation more

: complicated because, among other things, they
DO madain an d can translate, demonstrating competitive
term performance for some language directions.

* Unlike corporations, freelancers cannot afford
the costs of custom testing, model fine-tuning

) ) :

freela ncers or MT aggregation offered by B2B providers.

adaptation in

* Low efficiency of LLMs — another obstacle to
their adoption by individual translators at this '

point.
/
> 4

workflow
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Domain and
term
adaptation in

freelancers’
workflow

* The playing field changing very rapidly...

* MT evaluation tools becoming increasingly
available to general users (MultiTraiNMT
2022; MATEOQO: Vanroy et al. 2023):

= Score the output of several MT systems on a
representative sample of source document with
BLEU/chrF, TER, COMET/BERTScore/BLEURT

= Perform manual analysis of select segments on
both ends of the quality spectrum

= Select the best adaptation options for a given
project.
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https://multitrainmt.eu/index.php/en/
https://multitrainmt.eu/index.php/en/
https://lt3.ugent.be/mateo/

 Compare domain and terminology adaptation performance of
GPT-3.5/4, Claude, and Bard vs. Basic Google Cloud Translation
and Deepl on:

* ReallLife: anonymized version of a physician-oriented clinical
studies document translated from EN to RU by a premium

human translator: 153 segments, 1093/1222 words; TB: 85
Scope Of user term pairs, term length: 1-5 words, includes acronyms
Study > RealLife-50: 50 segments, 417/472 words

* PubMed: sourced from 31 EN-RU PubMed abstracts of
clinical studies papers from 2023 originally written in
Russian: 211 segments 5595/5129 words; TB: 26 term pairs

» PubMed-50: 54 segments, 1627/1472 words
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Domain/term adaptation in standard NMT and LLMs

DANIELLE SAUNDERS
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Neural Machine Translation (NMT) has seen impressive advances for some translation tasks
in recent years. News and biomedical translation shared tasks from the Conference on
Machine Translation (WMT) in 2019 already identified several systems as performing on
par with a human translator for some high-resource language pairs according to human
judgements (Barrault et al., 2019; Bawden et al., 2019). Indeed, these tasks involve not
only high-resource language pairs but also relatively high-resource domains, with millions
of relevant sentence pairs available for training. However, NMT models perform less well on

Saunders, D. (2022). Domain Adaptation and Multi-Domain Adaptation for

Neural Machine Translation: A Survey. arXiv.

http://jair.org/index.php/jair/article/view/13566
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Domain/term adaptation in standard NMT and LLMs

Customization options
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» Since domain/TB adaptation is implemented

Domain/term in traditional MT systems in various ways, and
. . LLMs are capable of doing it in more than one
ada ptathn IN way (e.g., by learning from examples or from
LLMS: in-COntEXt term pairs, or by simply being told to treat
. the source text as medical), pairwise
Iea mlng comparison may be the best approach in this

setting.

AMTA 2023



Baseline standard NMT: ReallLife and PubMed

B Google Cloud-PubMed
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Vanroy, Bram and Tezcan, Arda and Macken,
Lieve. (2023). MATEO: MAchine Translation
Evaluation Online. In Nurminen, M. et al.,
Proceedings of the 24th Annual Conference of the
European Association for Machine Translation (pp.
499-500). https://It3.ugent.be/mateo/

BLEU: nrefs:1|bs:1000|seed:12345|case:mixed|eff:no|tok:13a|smooth:exp|version:2.3.1
chrF2: nrefs:1|bs:1000|seed:12345|case:mixed|eff:yes|nc:6|nw:0|space:no|version:2.3
TER: nrefs:1|bs:1000|seed:12345|case:1lc|tok:tercom|norm:no|punct:yes|asian:no|version
BERTScore: nrefs:1|bs:1000|seed:12345|1:other|version:0.3.12|mateo:1.1.3

BLEURT: nrefs:1|bs:1000|seed:12345|c:BLEURT-20|version:commit cebe7e6|mateo:1.1.3
COMET: nrefs:1|bs:1000|seed:12345|c:Unbabel/wmt22-comet-da|version:2.0.1|mateo:1.1.3

chrF2 COMET TER
68.1 88.2 50.9
69.4 88.9 48.7
52.9 83.7 62.3
54.7 86.2 62.0
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Baseline LLMs: sentence-by-sentence vs. batch prompting

Next, three LLMs (GPT4, Claude-2, and Bard) were asked to translate both sets (211 and 153
sentences) as single batches using the prompt schema initially introduced in Ghazvininejad,

Gonen & Zettlemoyer (2023) and adopted in Peng et al. (2023):

You are a machine translation system.
Please provide the Russian translation for the following

sentences:
[English sentence 1]

[English sentence N]

Negative reason(s):

* Constraints associated with
manual prompting (no API for
Claude or Bard, etc.)

AMTA 2023

Positive reasons:

* User-friendly

* Time- (and cost-) efficient

e Batch prompting — interesting
to explore

e May allow LLMs to learn more
from context


https://chat.openai.com/
https://claude.ai/
https://bard.google.com/
https://doi.org/10.48550/ARXIV.2302.07856
https://arxiv.org/abs/2303.13780

Baseline LLMs: sentence-by-sentence vs. batch prompting

Claude-PubMed-50: 10-by-10 vs batch
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Pushing LLMSs to the limit...

GPT-4, Claude-2, and Bard were GPT-4:
asked to translate both sets (211 and

153 sentences) as single batches “The provided text is quite long and detailed, containing numerous medical
using the prompt schema initially

introduced in Ghazvinineiad. Gonen and trial-specific terms. This type of document would usually be translated by
& Zettlemoyer (2023) and adopted in professional translators with expertise in clinical trials and medical

Peng et al. (2023): terminology to ensure accuracy and adherence to regulatory standards...

You are a machine . -
translation system. “Given the specialized nature and length of the full text, | recommend

Please provide the utilizing professional translation services for the entire content to ensure

Russian translation accuracy, consistency, and compliance with medical translation standards...
for the following

sentences:
[English sentence 1] "This is a lengthy and detailed text. Translating it in full while maintaining

high accuracy and adhering to specific medical and trial terminology would
require meticulous work, which is typically beyond the capabilities of an
automated system, especially for such specialized content...”

[English sentence N]

AMTA 2023


https://chat.openai.com/
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https://bard.google.com/
https://doi.org/10.48550/ARXIV.2302.07856
https://doi.org/10.48550/ARXIV.2302.07856
https://arxiv.org/abs/2303.13780

score

DeepL and Claude: RealLife-131

B DeeplL
. m Claude
60 bleurt » bleu »
20 II II II
i bertscore + bleu ¢ bleurt 4 chrf comet 1 ter v
metric
. BERTScOre - BLEU . BLEURT . chrF2 . COMET = TER
Deepl ... 894 & 2099 7125 25:23 1. 86.33 ..0219
Claude 86.50 30.51 71.78 54.35 86.13 61.47

DeepL and Claude. 131 EN-RU sentence pairs from RealLife. Single run with Claude.
Evaluation with MATEO (Vanroy et al. 2023). Oct 13, 2023.
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DeepL, GPT-4, Claude, Bard. RealLife-50

o

o

B DeeplL
m GPT-4
B Claude
W Bard
DeepL, GPT-4, Claude, Bard.
RealLife. 50 EN-RU sentence pairs.
Single runs for all LLMs. Evaluation
with MATEO (Vanroy et al. 2023).
Oct 12, 2023.
bertscore ¢ bleu bleurt » chrfa comet tery
metric
.. BERTSCOre £ BLEU 1 BLEURT | chrF2 : COMET : TER
DeepL 86.69 .. 34.66 . 69.52 .. 5799 . 8378 . 6199 :
OGP 84.48 12669 . 639>  :i.5L07 1 7952 @ 6652 :
Claude 8r.17 il 39.04 7214 59198 64.85 . 6L12 :
Bard 86.58 30.97 69.57 57.38 83.61 63.71
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DeepL, GPT-4, Claude, Bard. RealLife-50: shuffled vs. unshuffled

......................................................................................................................................................................................

DeepL 86.60  : 3466 @ 6952 . 57.99 = 8378 . 61.99
: DeepL-shuffled-1 87.05 33.97 69.72 58.09 8357 : 62.85
e = . e S N e
. GPT-4-shuffled-1 . 8544  : 2616 : 6398 : 5160 : 8112 : 68.25
S e e T T e ST
Claude-shuffled-1 86.47 31.30 69.27 55.76 83.69 i 65.01
e T P R e
e g OO e SRR Secias
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DeepL, GPT-4, Claude, Bard. RealLife-50: shuffled vs. unshuffled

......................................................................................................................................................................................

DeepL 86.69 34.66 69.52 . 57.99 . 8378 . 61.99
' DeepL-shuffled-2 86.47 32.00 67.81 57.47 82.96 64.79
e = . e S e po—
. GPT-4-shuffled-2 : 83.45 . 2832 : 6466 : 52.04 : 80.40 : 7063 :
Claud987173504 ......... g e i 6'1"'1"2'"':
- Claude-shufflea-2 ~~© 8732 . 3212 7281 i 5711 8389 i 6587
e T P R ot pa—
- Bard-shuffled-2 : 86.60 . 3187 : 7124 5523 i 8321  59.83

AMTA 2023



Domain (name) adaptation in NMT and LLMs

NMT

Can be done in many different ways (Saunders
2022):
 Fine-tuning the model with in-domain data

 Retraining the model from scratch on a mix of

In- and out-of-domain data
« Enforcing desired terminology translation in
pre- and/or post-processing (using statistical
alignment?)
« Data augmentation:
o Inan early work, Kobus, Crego & Senellart

(2017) proposed to implement domain control

in NMT by adding additional tokens such as
@MED@ to source sentences, or by
combining word embedding with domain
(name) embedding.

AMTA 2023

Src:
Tgt:

Src:
Tgat:

Headache may be experienced

Des céphalées peuvent survenir

1

Headache may be experienced @MED@

Des céphalées peuvent survenir

A

-l Word Embedding ;LDomain Embedding -

_____ M

Figure 3: Word embedding layer for word w; ex-
tended with domain label d, which constitutes a
new input s; for the encoder
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https://www.acl-bg.org/proceedings/2017/RANLP%202017/pdf/RANLP049.pdf

Domain (name) adaptation in NMT and LLMs

NMT

Can be done in many different ways (Saunders
2022):

Fine-tuning the model with in-domain data

Retraining the model from scratch on a mix of

In- and out-of-domain data
Enforcing desired terminology translation in
pre- and/or post-processing (using statistical
alignment?)
Data augmentation:

o Inan early work, Kobus, Crego & Senellart

(2017) proposed to implement domain control

in NMT by adding additional tokens such as
@MED@ to source sentences, or by
combining word embedding with domain
(name) embedding.
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LLM

You are a machine translation
system that translates sentences
in the Clinical Trials domain.

Please provide the Russian
translation for the following
sentences:

[English sentence 1]

[English sentence N]


http://jair.org/index.php/jair/article/view/13566
http://jair.org/index.php/jair/article/view/13566
https://www.acl-bg.org/proceedings/2017/RANLP%202017/pdf/RANLP049.pdf
https://www.acl-bg.org/proceedings/2017/RANLP%202017/pdf/RANLP049.pdf

GPT-4, Claude, Bard: Medical vs.

....... PubMed-50 : BERTScore | BLEU | BLEURT : chrF2 | COMET : TER ' Baseline
GPT-4 " "i"g872 03438 : 7538 : 6317 : 8818 : 5498 -
GPTA-Medical 88.35 3368 . 7425 6170 % 87.97 . 5651
0.4% -2.0% 1.5% 2.3% 0.2% 2.8%
Claude 0 9000 4114 : 7805 :67.33: 8926 : 49.00 :
Claude-Medical 90.11 40.69 78.35 67.51 : 89.25 : 49.16 ReaILlfe'SO
0.1% 1.1% 0.4% 0.3% 0.0% 0006 &+ttt R PRPPPPPPPR
------------------------------------------------------------------------------------------------------------- ReaILife-SO BERTscore BLEU : BLEURT ChrF2 : COMET TER
Bad 8838 3576 : 7526 :6385: 8738 :5527::gpr, i 84.48 26.60 © 63.95 : 51.07 . '7'95'5'2'"":”66'5'2'”:
] : : : : = . . 8647 | 2753 © 6863 | 51.35: 8312 : 69.11 :
0% 1 L12% 1 L0% L 0% 0 03% L LTI L i e e e e
.......................................................................................................... i 5672 aies o33 Usser  aser | esio
PubMed-50 Claude-Medical 86.96 3157 | 7180 | 5532 0 8332  66.31
0.3% 1.2% 0.7% o -0.9% 0.4% 0.3%
T e e R T Ry P
Bard-Medical 8001 : 3993 i 7629 6208 : 8595 : 5810

2.8% D 289% : 97%  : 82% : 28% : 88%
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Terminology adaptation in NMT and LLMs
LLM

You are a machine translation system that translates
sentences in the Clinical Trials domain. In this

e DeeplL domain, the English terms below must be translated to
Russian as follows:

NMT

English: adverse events

Russian: HexeJlaTeJIbHiIe SABJIEHUS
@ cdlinicalTrials_EN-RU_TB_50 v/

English: cardiovascular events
Russian: cepanedYHO-COCYyIMCTHE COORTHUS

English: [EN term N]
Russian: [RU Term N]

Using these requirements please translate the
following sentences to Russian:

[English sentence 1]

[English sentence K]

AMTA 2023



Glossary vs. Baseline: PubMed-50

PubMed-50 BERTScore BLEU : BLEURT chrkF2 COMET TER
T —— o — T
RO s B Ao it e
GPT-4-Baseline  ©  gg7p0 3438 7538 63.17 . 8818 | 5498
SETaMedieel 8835 3368 . ..7425  BL70 . 8797 5651

GPT-4-Glossary 88.62 34.48 74.90 63.11 87.73 55.13
Claude-Baseline & 90900 : 4114 7805 : 67.33 . 89.26 : 49.09
Claude-Medical & 0041 4069 i 7835 : 6751 | 8925 : 49.16

Claude-Glossary 90.15 40.67 78.30 68.45 89.13 48.95

......................................................................................................................................................................................
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Glossary vs. Baseline: RealLife-50

DeepL 8669 3466 6952  57.99 8378 6199
DeepL-Glossary 90.9% 4263 82.09 64.59 89.28 54.00
GPT4 8872 3438 7538 6317 8818 5498
GPT-4-Medical 86.47 2793 68.63 °1.35 83.12 69.11
GPT-4-Glossary 9233 4241 82.70 63.38 89.39 52.48
Claude 9000 4114 7805 6733 8926  49.09
Claude-Medical 8696 ~ 3157 7180 5532 8332 6631
Claude-Glossary 91.84 40.45 83.33 63.84 89.55 57.02
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LLM-Glossary vs. NMT-Glossary, RealLife-50: terminology recall

* Terminology Recall = the proportion of the occurrences of glossary terms translated
exactly as required (and put in a correct grammatical form).

o Some terms are multi-word, and some of the glossary translations are subjective. But the
goal was to see how and to what extent the systems can handle them. E.g. ‘Base Period’
had to be translated as ‘OcHoBHOM nepunoa’ not ‘basoBbin nepunoa’.

Missing prepositions such as “mapieHne 3aKJIMHUBAHUS B JIETOYHBIX KaMILIIApax” VS. “IaBicHUE 3aKINHUBAHMS

JISTOYHOT0 Kanmuyuisipa” was considered an error.
o Similarly for “left ventricular end diastolic pressure”: “koHe4HO-AHMACTOINYCCKOE AABICHUC B JICBOM

KEITYI0UKe” VS. “KOHEYHOE TMACTOJIMYECKOE TaBJICHUE JIEBOTO KEIy10uKa™
Where a correct non-abbreviated translation of a complex term was followed by the incorrect translation or failure
to translate the acronym in parentheses, that was —0.5.
o It was still interesting to see if giving the glossary to a system takes care of this.
Incorrect word order in the translation of a complex term was considered an error:
o E.g. translating ‘B-type natriuretic peptide’ as ‘B-Tumna Harpuityperrndeckoro menrtuaa’ (correct:
HATPUIYPETHYECKOro MeNnTHaa THia B)

AMTA 2023



ossary vs. NMT-Glossary: RealLife-50 : terminology recall

L =l _ Claude vs Claude+
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GPT-4 vs GPT-4+
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LLM-Glossary vs. NMT-Glossary, ReallLife-50: terminology recall:
some details

 Can enforcing correct terminology choices negatively impact
the overall quality of TRA (both adequacy and fluency)?

« Handling of acronyms
« Reconciling term boundaries
* Proper NP splitting

AMTA 2023
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DeeplL+

GPT-4+

Claude+




LLM-Glossary vs. NMT-Glossary: RealLife-50 : terminology recall

Terminology Recall Gains
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Final thoughts

Lots of ways to use LLMs in the human translation workflow, from making good
use of TM matches to style change, shortening, grooming, adjusting the tone and
register, data cleaning, and more.

Lots of ways to use LLMs in MT post-editing, from asking them to perform MT QE
to any amount of help with the post-editing process.
My focus was narrow:

e See how LLMs translate and how they adapt to domain and terminology constraints in a user
framework, compared to standard MT systems.

 Point fellow translators to amazing evaluation tools/resources they can use in their work.
Further work:

e Other language pairs and domains

* Experiment with prompts and batch sizes

* Again, let’s hope that we all will have APl access to all these systems

AMTA 2023



Some preliminary lessons

e Automatic scoring of a representative sample (even as short as 50
sentences) helps select the best LLM contender(s) for subsequent
consideration.

* Comparing the scores for shuffled and unshuffled version may help select a
systems that learn best from cross-sentential context.

* Batch prompting works in this setting and may help some LLMs to learn
from context; no need to translate sentences one by one.

* Adding a domain label (such as ‘clinical trials’ or ‘pharmaceuticals’) to the
prompt doesn’t help.

e All LLMs learn terminology from glossary-enriched prompts, with no
systematic gain or loss to the overall TRA quality.
» But the overall quality of MT output is still far from perfect in all cases.
»Human expert in the loop is still sorely needed!



Thanks!

* People:
* My dear translation partner e Entities:
* Panos Kanavos, NeuralDesktop  Our respected client

e MATEO: Vanroy et al. 2023
e Franklin College of Arts & Sciences @ UGA

* Philosophy and Cognitive Science of Deep

Learning Group


https://lt3.ugent.be/mateo/
https://franklin.uga.edu/

	Slide 1
	Slide 2: Domain and term adaptation in freelancers’ workflow
	Slide 3: Domain and term adaptation in freelancers’ workflow
	Slide 4: Scope of user study
	Slide 5: Domain/term adaptation in standard NMT and LLMs
	Slide 6: Domain/term adaptation in standard NMT and LLMs
	Slide 7: Domain/term adaptation in LLMs: in-context learning
	Slide 8: Baseline standard NMT: RealLife and PubMed
	Slide 9: Baseline LLMs: sentence-by-sentence vs. batch prompting
	Slide 10: Baseline LLMs: sentence-by-sentence vs. batch prompting
	Slide 11: Pushing LLMs to the limit…
	Slide 12: DeepL and Claude: RealLife-131
	Slide 13: DeepL, GPT-4, Claude, Bard. RealLife-50
	Slide 14: DeepL, GPT-4, Claude, Bard. RealLife-50: shuffled vs. unshuffled
	Slide 15: DeepL, GPT-4, Claude, Bard. RealLife-50: shuffled vs. unshuffled
	Slide 16: Domain (name) adaptation in NMT and LLMs
	Slide 17: Domain (name) adaptation in NMT and LLMs
	Slide 18
	Slide 19: Terminology adaptation in NMT and LLMs
	Slide 20
	Slide 21
	Slide 22: LLM-Glossary vs. NMT-Glossary, RealLife-50: terminology recall
	Slide 23: LLM-Glossary vs. NMT-Glossary: RealLife-50 : terminology recall
	Slide 24: LLM-Glossary vs. NMT-Glossary, RealLife-50: terminology recall: some details
	Slide 25
	Slide 26
	Slide 27: Final thoughts
	Slide 28: Some preliminary lessons
	Slide 29: Thanks!

